Making the Study More Useful: The Provost’s View
Jeremiah Ostriker:
The next session is the provost’s view on how to make this survey more useful. And well, it’s mixed. We have not only provosts. We have an ex-provost, yours truly; and we have a president to be, Eric Kaler, who will be at Minnesota; and we have a former president, Ralph. So feel free in the discussions to address any or all of us.

The topic is to tell us about the experience at your own university in using the survey, not in helping to produce it but in using it; and second is what would you as a provost of a university like the future to look like with regard to data collection and/or ratings or rankings? So let’s just start at the other end of the table. And Eric, your turn.
Eric Kaler:
I’ll be relatively brief, and let me take those questions in the opposite order. I think clearly, the study does need to be “done” again or a study needs to be done for reasons that I mentioned before our tasty and nutritious lunch. If we don’t assess ourselves, somebody else is going to do that for us, and we simply don’t want to be in that space. Much of what we do is not transparently obvious to outsiders as to its value.


We have the opportunity I think to get in charge of this conversation and convey to our stakeholders, particularly those of us at public institutions, legislators, and others, whoever concerned and have every right to be concerned about how the hundreds of billions of dollars they put into state higher education is used; and we need to show value on that return and we need to be able to talk about the importance of research and the research-doctorate, and so this kind of survey I think is really critical for us to be able to address those very legitimate questions.


So I think the answer is yes, it should continue. If it does continue, there are three things I think that are important for us to address. Of course, number one is the timeliness of results. I would imagine that we would move towards a database that’s populated by institutions on an annual basis just as several others are, and that could then be accessed by ORI or other interested individuals and be able to produce reports in a timely kind of way.


The second point is really the data integrity. I think all of us have concerns, and certainly, concerns have been voiced to me by faculty and on various levels of shrillness by the way about the accuracy of the citations, the structure of the faculty list that were provided by the institutions, the elements of the interdisciplinarity, the elements of dividing faculty amongst programs. So I think that probably needs to be a more open process in which the faculty lists are identified and posted and so everybody knows this is what group you belong to, and then as we begin to match the faculty productivity up against that, that there is some external validation loop that people can be in touch with so that we know that the data is correct.

And again, the faculty assessment piece is important as I said for it to be open, but also for us to be creative and thoughtful about how non-traditional faculty are assigned to those lists, particularly in engineering fields where much of the research can be done in collaboration with colleagues in the industry who are playing a role on those thesis committees and adding value across disciplinary activities between universities as was mentioned about Harvard and MIT. All of those things I think we need to be more careful about.


I do think this has moved the discussion on the subject of rating and ranking graduate programs forward in a very healthy way. I think the idea that we’re not just going to line up numbers and decide who’s number one, a profoundly un-American desire, but one that in fact we can answer very well. Mathematically we’re projecting a multidimensional space down into a single number, and that’s really hard to do. So in some sense we’re trying to measure something you can’t really measure, and so to be able to do that in this kind of way show a result with error bars that reflects the real uncertainty and really opinion about what elements are important. I think it’s a very healthy thing for us to do.


I think it’s very nice that we have identified the faculty survey as a way to identify weights that could be used to balance the various elements of data that we gather. I think that’s healthy. It probably needs to be repeated on some basis but probably not on as regular a basis as the repopulation of the dataset could be.

In terms of how we have used this at Stony Brook, Lawrence mentioned some of that already. It’s really done two things. One is it has been able to provide us some diagnostic information and opens the conversation with departments who used to be actually really good and now aren’t so much, and how do we begin to move those conversations forward. 

Of course, the first reaction that those programs have to data like this, whether it’s from the NRC or from Academic Analytics or from other places, is an allergic one. They swell up with hives and become very nervous, but it moves the conversation forward, and in fact, they then go bring us back citation information or contract information that moves our understanding forward. So that diagnostic bit has been important.


And finally, I think it has brought amongst the faculty at Stony Brook some very healthy conversations about where we are in graduate education about how we can measure ourselves against our peers and about how we can structure what we do in an environment that we share with many if not having a lot of resources to sharpen our focus.


One point I forgot earlier and I want to make is that as the survey or as the evaluation moves forward, we need to be creative in understanding how we can evaluate programs that are exceptionally difficult to evaluate; and by those I mean not simply the book disciplines where we can get a little bit of better data, but creative programs that are extraordinarily difficult to benchmark.


And I would be open to moving in fact to some elements of a reputational survey amongst those programs. Many of them are in the humanities, which are amongst the most vulnerable again as we look at public universities where state funding is sharpened and you’re forced to defend very vigorously the role of humanities in American higher education and absolutely essential to what we do but very hard to benchmark. Not a lot of spinoff companies, not a lot of economic impact, not a lot of grant and contract IDC overhead return. So how do we reevaluate those? And again, I think that’s an important conversation to have nationally.

So let me stop there.

Jeremiah Ostriker:
Thank you very much. Let’s save the questions for the end. Earl is next.

Earl Lewis:
I’ll start from a different spot. I mean I think one of the great opportunities of something like the NRC study is actually for a provost and a president to step even further back and ask a core set of additional questions of the institution. And so you can use this, and we’ve used this particular project as a way to frame a question for us about where we invest and so you start with a simple matrix of excellence and essentials, and you look at the university and you end up with sort of four quadrants.


And you go and you ask, “Where do you think and how can you identify those areas that are excellent? And where are those elements of the university that are essential?” And you start to begin to start looking then in those quadrants and you always have one where there’s neither excellent nor essential, and you’ve used these data among others to begin to ask questions then about if you have something in that area that’s neither excellent nor essential, do you invest or do you divest? And the question of investment and divestment themselves are not just investment in terms of monies but other kinds of investment ‘cause one could argue that a program that appears not to be essential is enabling. And so what’s actually important somewhere else in the university is enhanced by the fact that that program is providing certain critical activities that the university needs.


And so you use then a study like this to actually enable then the university administration to begin to have a conversation with the faculty. So a year before the study was released, Jim Wagner and I started having conversations around campus about what’s essential and what’s excellent, and using our own history to point it out. I mean at one point we had a dental school, but we closed our dental school; but by closing that dental school, we’re actually to invest in one. It was a program, a department in public health to build the Rollins School of Public Health, and it was at that point in a different stage where you use some kind of data to begin to figure out how you then repurpose and reposition your activities.

And so when we looked at it and looked at these data, we actually used it to overlay on this larger question about how we understand excellence and essentials and where we want to invest and think about that aspect. We remind ourselves and remind the faculty going along, you use no one dataset, and so the NRC in and of itself is not the only thing that you rely upon; and in fact, you use qualitative and quantitative analysis to make sure that you aren’t missing something critical as you’re trying to do a broad survey and a deep survey of your institution.


But that piece is then a way that you begin to instill a certain kind of discipline for the institution and all the more so for us, I mean coming out, I mean lived still through the great recession, and then a private institution that have been well off relatively speaking for a good 35-40 years. All of a sudden then where resources aren’t as readily available, the dialogue on the ground changed anyway. And then with the dialogue on the ground changing, then you would find yourself really in a different position to ask different kinds of questions.


So that’s the first part of it. It means the frame and then the use of these data among others to begin to engage in a different conversation: conversation with the faculty, conversation with the deans, conversations even with the trustees about how and where we see this aligning.


The second piece of it at least for us is then also it forces then the departments when you start having that conversation. I’ll give an example. There was a social event where one department chair bumped into the president and start to have a conversation casually about the nature of this department, and the president said, “Well, I just looked at the NRC evaluation, and after looking at it, I have to raise a serious question whether or not we should be investing in doctor education in your department.” Short conversation there; much longer conversation for me later, because then, that department chair and the dean of the graduate school and I met them on the week that Emory was closed because of the ice and snow. Somehow they found their way to my office on a Friday afternoon along with five other members of that department to have that conversation.


And so I have a computer screen in my office, and they said, “Well…” I said, “Well, tell me, are you better than this assessment would offer?” “Of course, we are.” And I said, “Okay. Tell me how.” And we went through how they thought they were better and the ways in which they would like to be measured. And I said, “Okay. Let me pull your website up on my computer screen,” and so we all can see it and large enough, and I said, “So you tell me you’re better. There’s nothing on your website that would tell any student looking through your program that you’re as good as you say you are. There’s absolutely nothing. And in fact, they want to get the NRC data and they’re going to look at it and go to your website and they’re going to reconfirm that you are where you say.”


And so there’s a way for even internally -- the ways in which our programs talk about themselves and even when they are in sort of moments of denial about what the objective data may say in some instances. And even if they could put it in, they don’t actually advertise that in a certain kind of way to the broader community.


And so here is where reputation both can be confounding in a way because they will say, “Well, our colleagues will know we are better.” I say, “Well, how would even your colleagues know you’re better I mean unless they know the individual faculty member? But the individual faculty member doesn’t always aggregate up to the whole program. And so this led to then a series of new kinds of conversations with a range of departments and programs across campus because these data enable a different conversation to occur, and oftentimes, even a different starting point for the conversation.


And I guess the last piece that I would add here is that what we try to do is also explain to a range of stakeholders internally and externally and that we’re also still learning that indeed to borrow a point that Bruce Jacobs made earlier, this is not the end of a conversation but the beginning, and we’re still learning to mind and understand and make use of and explain and analyze the data; and in some ways, my belief inadvertently is that a secondary analysis that will come forth in the next year or two would be critically important to the overall enterprise for someone like myself sitting in higher administration now, trying to understand the ways in which we want to go back and probe the questions on what’s excellent and what’s essential, and as that assessment, as we move forward, I think that will be in the long run one of the valuable contributions where we invite others in to do and sort of mind the work that was actually here that will be actually valuable and vitally important.

So let me pause and pick up the other threads during the Q&A.

Jeremiah Ostriker:
Thank you very much, Earl. Suzanne?


Well, let me just interrupt briefly. This is being webcasted. Are the technical aspects working well? I just -- I’m not hearing anything of the contrary. I see. Well, okay. Thank you.

Suzanne Ortega:
Thanks, Jerry.


In trying to prioritize or organize my comments, I thought I would really do this in simply three bullet points. One is that in my view and on my particular campus, I would say that the greatest impact of the NRC study actually occurred prior to the release of the results. And let me tell you why I think that’s true.


The national attention and the disagreement and ultimate agreements about standard metrics and operational definitions of key terms has really led and influenced the way in which we collect and record data used at all levels of assessment and evaluation from individual program reviews to documents that provide the foundation for strategic investment, and I would say are increasingly leading to a standardization of the format for reporting faculty accomplishments. I want to come back to that point because it actually turns out in many respects from a provost who spends of all her time trying to wring more blood out of that, trying to churn up and get more efficiency out of stressed people, one of the important things we can do.

So I would say the standardization and operation of key terms and agreement on what at least our central metrics that all of us should be attending to and accounting to has been incredibly important. I think the attention from NRC in this regard actually has been instrumental in what I would say is speeding the rate of adoption of best practices that had begun as pilot programs and elsewhere. My best example is the CGS doctoral completion program that had begun in a handful of institutions was gaining some traction, but the real attention, a definition, an acceptance of a common methodology actually has forced and broadened the conversation much more rapidly than I think it would otherwise have happened.

I would certainly say on my campus that the work that underlies NRC led to a refinement of what has been a long and ongoing academic program review process and cycle. It has helped us identify a set of what I would call common core indicators that have relevance within disciplines, as well as across disciplines, and reminded us that no matter how well those core indicators work to give us -- what was it? It’s something one of our colleagues said earlier today. The signal within the noise, core indicators always do that. It has made us more sensitive to a model that allows more new ones, discipline specific comparisons to be made.

So all of that I would really say sets occurred before the results were released, but what happened once they were released was the process that we had underway similar to many public universities of analyzing and understanding and prioritizing our current array of degree offerings and asking questions about which programs were in Earl’s quadrant, not excellent and not essential, and how would we understand that process started with a model that in some ways was this sort of common core metrics approach but where as I’ve mentioned earlier, the real referent point was programs vis-à-vis in an earlier point in time.


Were they on an upward trajectory? Were they on a growth trajectory on the same kinds of indicators included at NRC? Were they downward and were they on upward and downward trajectories across multiple indicators that suggest that we needed a more comprehensive look. We tried to do it this way to get around the problem of just looking at small programs as they were the only ones that were not excellent and not essential.

The bottom line actually, and I really do think I need to point this out, is that disproportionately, the doctoral programs which showed up on our list were small doctoral programs. We still I think don’t know fully whether they’re declining in size and scope because of national trends and a changing job market in student interest, whether it’s a result of implicit institutional investment decisions or a variety of other things. But my point is simply this. The point we identify programs for additional review, NRC or other nationally comparative data were in fact one of the key elements that helped us locate on a scale perhaps of excellence and perhaps of essentiality where a particular program, irrespective of its trajectory, was situated and located. It gave us a sense of if we were to invest, just how much would we have to invest to really fundamentally change the position of that program vis-à-vis its peers?

So we’ve used the NRC data in this process ironically because many of the programs we were reviewing were small programs. They were not themselves included in the NRC study, but NRC data were available and relevant to that program and could be used at least as a crude approximator to the position of other larger and more prestigious programs.


So what do I see as the next steps and what should we do going forward about NRC? I would say unambiguously, the effort should continue, and having said that, the effort must continue but we must find a way to simplify data collection. It’s an extraordinary burden on time and resources, not just financial but staff resources to continue the process done in this sort of way.

And one of the things we’re really working on, because our reporting requirements are not just NRC, they’re internal, we have multiple reporting requirements, is the develop of a common software for recording faculty accomplishments that will be used from and required for both merit, annual merit evaluations through the foundation for strategic investments of programs and developing the myriad of reports. We think it will save time if the fundamental justification for the report is to create documentation for salary increases. They’re hypothetical at least for another couple of years, but we know they’re coming.


There’s an enormous incentive to self-police the quality of the data by peers in departments who are trying to understand their performance vis-à-vis others. So we think you can build in a system of data collection that won’t totally overlay on top of NRC because the teaching pieces and undergraduate commit and service don’t. But we think we’re in the process of at least coming to an agreement about how we might create as a fundamental element of our data collection and data reporting system, something with multiple purposes, and that could very easily serve NRC in the coming years. We will use these in our next additional step. So that’s one. It’s in this context.


Our next additional step is a deans’ retreat. I actually misspoke earlier when I said I hadn’t heard one single comment about rankings. It turns out I remember that I did from my anthropology department, which is the single best program, most highly rated doctoral program on my campus. They called it to my attention that this was indeed so, and then in an extraordinarily sophisticated analysis demonstrated that the only thing that distinguish them from the next cluster of institutions probably ranked somewhat ahead of them was the level of student stipend report support accompanied of course by a passion plea that the provost should invest additional funds in this department and in these particular students.


Well, I say that only marginally cynically. The analysis is correct. The strategy is right and we will be having a broader conversation using NRC data and fold a deans’ retreat to analyze what strategic decisions can be made to program an academic dean, a graduate dean, and provostial levels to make strategic investments in those areas that promise to have the most impact on elevating the stature of our programs.


I mean I guess finally, I would say that going forward, I think some of the most interesting questions not yet addressed but I believe increasingly will require our attention or one I think we’ve heard before, and that is figuring out how we’re really going to do a good job of understanding interdisciplinary programs, and I would say not just interdisciplinary programs but the interconnections between freestanding programs.


And I’m going to give you a particular example. We’ve really been asking hard the question is our Spanish and Portuguese Ph.D. program viable? You’ll know the language question. You know its size. You know all of the questions related to it. But the question is is there an intelligent way of documenting and leveraging the strengths of the Spanish and Portuguese Ph.D. program into our also relatively weak but historically very important Latin-American Studies Ph.D. program and our emerging Brazilian Studies Ph.D. programs? So until we’ve figured out how we really document faculty effort across multiple programs and don’t force a kind of silo or evaluation of programs that doesn’t recognize the centrality of those particular programs to interlinked efforts, I think we will have done ourselves a disservice.

And finally, I would say that I am as interested as any in how successfully we place our best students in the most prestigious faculty positions in the country. But in my particular institution and indeed in my three preceding institutions, it is a fact that in many disciplines, faculty appointment is an anomaly, not the standard, and we have not even begun to ask the question how will we measure the student outcomes and the quality of placements in an arena where the journal article and the prestige of a doctoral program is not the indicator of the quality of the science or scholarship or artistic endeavor that’s being produced? And I think we simply have to tackle in a meaningful way that question of quality of nonacademic placements.

Jeremiah Ostriker:
Thank you, Suzanne. Richard?

Richard Wheeler:
Sure. This was not a good panel or a program to draw the straw that says you’re the last person to speak, but I’ll try not to be only repetitive.

What I would like to say first is how impressed I was by the presentations this morning when they highlighted the mechanisms through which various universities delivered the NRC to their constituent departments. In some ways, nothing is more important I think about this study than getting it into a form in which you can readily grasp the significance of what is in it. And there were a couple of national efforts to do that. They were good actually. The Chronicle had one and Charlotte mentioned the .org one.


But the stuff I was seeing this morning was just tremendously interesting, and I would like to say the same thing for my own university. Dean Deba Dutta oversaw a process that is continuing to get very serious attention from our programs and our directors of graduate studies, and I think I’ll just talk a little bit about some of the things that are on it because I think there are things that are useful to have on it.


So one is that when you get into the program, you see right away what these NRC rankings for this time looked like against the last NRC report for programs that were also ranked then, and they even have the US news rankings up there so you get some kind of sense of what the sort of spread of rankings is out there. You see how each program was ranked on both the R and the S and then you have a very nice piece where you see how the program ratings for the five most heavily weighted measures for that field are concentrated right there. So you can see at a glance what the ratings were that actually did most to determine what the rankings became.


They then repeat a version of this for all of the specific dimensions, the student, the diversity, and the faculty productivity part, and it’s all very useful. And at the end you see comparative data from other institutions. The first thing you see is the top five programs in each one of these fields or for each field, and then you see the Illinois program at the middle of a group of 11, 5 above and 5 below. So you have a ready access to doing the kind of comparative study that I think is most useful in making sense out of these programs.

So how are the people at Illinois using the NRC report? How was it received at first? How was it being used since? I don’t have full answers to all those things, but I have information about all those things. One of the things I guess I would say first is that the anticipation and the apprehension about this for so many months and years prior to its release had a huge impact on the way the force of the release was felt.


There was almost a kind of anticlimactic response I think when they finally came out. The worries were so high. The expectations were so high, and then all of a sudden, you have this massive data that nobody on first class could understand, and it just kind of baffles the people, baffled in kind of a good way actually. They were all kind of driving to the point analysis that Lawrence mentioned before. All of a sudden, they were spread out into areas they hadn’t expected to have to look at, and I think that probably was a good thing to do. So the massiveness of the size, the confusions that were produced by the two scales and the extremes that were rounding them, all these factors were important I think in the way in which it was received.


There was some anger related to the confusion, significant anger in some cases. Some of it I think probably justified. I mean people came to me with dimensions of this operation that I would find it hard to defend. There was a flurry of quick efforts to find the best way to frame every program and people haven’t quite given that up, but I’m happy to say that doesn’t seem to be the dominant impulse. People really are taking the data seriously. They are looking at all the data. When I pulled people on this, I was very pleased to see how many folks are taking very seriously the student data, the diversity numbers, as well as the productivity numbers for faculty when they try to assess what this report means for them.


I do want to read one response I got because it was both humbling and oddly satisfying to get it for reasons that I can’t quite say. It’s as we in program X have made no use whatever that I know of of the NRC doctoral research report to which you refer. I confess I wasn’t even aware of it.


Now, I didn’t know that was possible actually, and it was sort of heartening to find out that it was possible, that there’s somebody out there who had not been covered by one of these blankets of information that have come out over a long period of time about the NRC. Most responses were quite different from that, I hasten to assure you, and many of them were appreciative. They were concerned that the data was not exactly up to date of course, but they nonetheless were -- they understood why it was still useful even if it had some years on it, and they’re using it in various ways.


The rankings understandably produced a mixed response. There were the acknowledged and perhaps appropriate difficulties in just understanding what they mean. The frustrations, they’re trying to summarize them. The fact that somebody mentioned before when someone says, “How did you do on the NRC?” you get this long pause before someone starts off giving a long answer. But they are using them and when they find themselves lower than they ought to have been, their first reaction is probably -- they think they are to have been, their first reaction probably is always anger, but the second reaction is to actually look at what it is that has separated me off or our program off from those that scored higher than we did.


The rankings are being used in various ways that I hadn’t anticipated. They’re using them to talk with students who are going off to graduate school about what they should be looking for as they go off. I thought that was a very heartening thing to find out. They’re using them where it’s appropriate to recruit with and not just the rankings here but the data pieces that they have as well, even using them to promote their departments, in some cases with alums and prospective students.


Some problems appeared fairly consistently in what I saw. The way in which our faculty were allocated was an issue for some of our departments, and this one was kind of a hard one for me to swallow. I was very proud with the algorithm the committee produced to allocate faculty. I’ll talk in a minute about why there’s a kind of problem with this. I think that one of the major goals of the NRC report, which was to give us a better sense of how disciplinarity is working through our doctoral programs, was largely a failure. I just don’t think we found a good way to do that and it’s one that we need to work on because it is important than increasingly so.


There are also just this kind of coarseness about a data-driven survey that it produces rankings that you just know in your heart are wrong, and this is the point that Lawrence and others talked about this morning where there’s sort of data-driven stuff and the reputational intuitions just collide head to head, and most faculty are inclined to go with the reputational instincts especially if it makes their program look a little better than the data.


But the data is of course -- Lawrence talked about fields that have both books and articles, but the problem is broader than that. Big fields like psychology and anthropology and communication or even English just have divisions within them in which the publication and citation practices are very different as you go along the line, and a lot of times, your relative position in the rankings will depend more on whether your dominant center was sort of in the strike zone of the report or whether it was not.

There are dangers about some of the rating measures I think. Oddly enough, I would say size is one and per capita is another. These have to balance each other, but each have their very, very serious dangers built into them. One of the complaints that I found most carefully articulated in the responses that I got was the apt point that rigor can sometimes get lost especially in the student measures. This was a person from one of our biology units who was puzzled by how well a department that he knew wasn’t all that greatly scored and he was then on a visit to that department, and the discovered that this program had no requirement for published papers to get the Ph.D. The program he was speaking from has a requirement of two.


The point he was trying to make was that if you have to first author publications that you have to crank up before you get your degree, A, you’re more likely to drop out before you get here; and B, it’s likely to take you a little bit longer; and that these maybe good things and not bad things in terms of the way in which the real strengths of the program are being measured.


So anyway, we were supposed to look toward the future. Let me do it very briefly and I’ll say some things that I never ever would have said before I got involved in this project, and then I’ll just go under the table for a little while. One is that I think that we probably should treat our doctoral programs as adults who are capable of getting all the information they need to know where they rank in a relationship to others, and that basically means I think we should give them the median. I think we should also give them the extremes, whether it’s 5 and 95 or 25 and 75 as we want them to do it at.

First, and I think there’s probably more to be learned in some ways from the extremes than there is from the median, but if I were doing this again and were shaping it myself, I think I would provide the median rankings and ratings as well. It gets out of people trying to construct that median in what are statistically flawed ways.


Two, and I mentioned this before, I would try to find a better way to measure interdisciplinarity that we did; and that’s related to the third problem that I want to mention which has to do with the allocation of faculty measure. This was done in part to try to get some sense of interdisciplinarity. It didn’t quite do that. What it has done in some departments that came away from this --


So one department was particularly angry and Charlotte probably knows what I’m talking about because they registered their anger with the NRC rather forcefully, but it’s a department that is constantly very highly ranked. They probably have slipped a little bit but they came out much below where they would have thought they would have scored on this.


And one of the things that they could trace this to was the faculty allocation. They were really being dragged down by committee members whose whole publication record got dragged into their assessment as soon as they appeared on a doctoral committee. And the results of this are likely to be too one day will discourage their own faculty from diluting their presence within that unit by serving on committees for other departments until they will be less likely to go out and get the right person to serve as that third of fourth member on a committee if they think this person was coming from a department that will drag them down a little bit.

So the fourth point, and this one I really could not imagine myself as saying a very fairly short time ago, but I think it would be good to look for some way to reintroduce in some fashion directly measured reputational component into the survey. You get a different kind of take on things, but the sense of reputation that these departments have among the peers who are in a position of judgment is just finally nuance in ways that can overcome some of the difficulties that are caused by a pure data-driven survey.


So that’s what I have to say.

Jeremiah Ostriker:
There was one sentence you -- I guess the first question which I didn’t get the sign up. You said you would hope to get out of reputational rankings and I didn’t know where the out of was to do it more or to do it less.
Richard Wheeler:
Oh, well, I’m not sure what I said, but let me tell you what I think.


I was pretty convinced going into this study that you could do it with data, that you could really do it with data. You just need to have the reputational study and the problems that we all know come with reputational studies: the halo effect, the lag time, the other stuff. It’s also true that people just know things about other departments that are never going to show up in the data no matter how much data that you have, and I think it is a mistake to pull that wisdom out of the overall load that goes into constructing the rankings and the ratings.
Jeremiah Ostriker:
Thank you. Are there -- we have plenty of time for discussion right now so I’d be interested in the questions that -- either opinions on this same subjects from people on the floor or from people on the web, or questions to our panelists. And a major issue which was asked to them was if the NRC NAS is to facilitate such surveys in the future, how should it do it? Not just if how. Any views on that I would love and our panelists would love to hear, but also questions to our panelists. Yes?

Jonathan Bagger:
This is Jon Bagger from Johns Hopkins. One of the values of the survey would be to repeat it rather frequently so we can track how our programs are improving or not in response to the information they’re receiving through the surveys. So that would mean of course it would have to be simpler, which is one thing I heard, and the NRC might not be the right organization to do it. It was very nice to set out some policy guidelines in this report, but now it’s maybe up to the universities to work together to try to find a common set of data that they report and share transparently with each other, and we can take it over.


It was very expensive to go through the NRC. Maybe we can do it ourselves. I’m not an institutional data expert. There are many in the room that can tell me if this is possible, but frankly, I would think the university should step forward and do it.
Jeremiah Ostriker:
Interesting view. Other questions or comments? By the way, I think there is a webcast. Is there anyone who knows whether there are questions coming in on the web? Charlotte, do you know how that’s being handled? Okay, fine. Yes?
Charles Betsey:
Charles Betsey from Howard University. This question is for Suzanne. You talked about the challenge of looking at programs that were not included in the NRC study, and as I mentioned in my presentation, we have a number of programs at Howard that were not included. And in the course of the implementation of our academic renewal initiative, we want to try to bring in information and data that will help us improve those programs. So if you could talk a little bit about how you are doing that in New Mexico, I’d appreciate it.

Suzanne Ortega:
Well, we have started with really rather than a comprehensive review, the comprehensive review was only directed towards programs that were identified as having multiple factors suggesting that they were on a declining trajectory, and it turns out that the programs in our group that ended up were small but they were traditional. So they were not what I think is the trickier problem on figuring out how in the world would you make sense of interdisciplinary clusters, and most especially, how would we get sufficient data to understand what the interdiscipline-specific criteria are by which you would document faculty productivity or teaching strengths.


At this point, we simply ask in our comprehensive review process to discuss your NRC ranking and stature within the field to the extent that was not available to pick those indicators which your previous narrative had suggested were the key indicators of program strength and quality and compare them and we ask them vis-à-vis our Regentally-designated peers. I think there are actually -- I love the idea of using the data to define peer clusters in some kind of clustered or networked or empirical approach. We didn’t do that. We just used our designated peers again and tried to make data-informed but not data-driven assessments.

Jeremiah Ostriker:
Thank you. Yes?

David Holger:
Dave Holger from Iowa State, and I guess the question is sort of for Richard. You mentioned and others have mentioned earlier the difficulty of the interdisciplinarity measure; and one response to that would be to try to figure out a yet more complex way to measure that. Another alternative would be to say we recognize it’s really important, but we can’t measure it in the sense we were trying to measure.


Now, that’s different in my mind than interdisciplinary programs or transdisciplinary programs, but is it -- I mean my question I guess that I’d like to hear you sail all about, is it worth enough? Would enough be gained by refining and making more complex the way we try to measure interdisciplinarity of a program or a faculty? Is that really worth the return we get from that? Or is it better to say that’s an important thing but we’re not going to try to measure it in this next round?
Richard Wheeler:
Well, everybody on this program knows how to do data except me, so thank you for asking the question. Is it important that we understand better than we do what the cross-disciplinary trends are in doctoral research and how it ties into doctoral education? I think it absolutely is. Is the NRC doctoral assessment the best way to find that out? Probably not.

Jeremiah Ostriker:
I have just a comment on interdisciplinarity. When it works, it disappears because if we look at one end of the table, Eric Kaler is chemical engineering. Those are two separate fields but it developed into one. So I’m astrophysics that was two separate fields that is now one. So what happens with academic disciplines is very often new ones are born by the mergence of old ones there initially into this one, but then they develop into new disciplines right away. So there’s ambiguity. I’m sure whether having -- the labeling is very important and you know something has worked when it’s no longer interdisciplinary. Yes?

Andrew Bernat:
Andrew Bernat from the Computing Research Association, which is a nonprofit here in town. Our members are essentially the Ph.D. grating departments in the computing fields, and as you might imagine, the rankings issue is incredibly important to them. But I don’t want to talk about rankings because I think we all realize how incredibly hard that is. I want to talk about the data itself. I want to make two points. One is that the metrics that matter in scholarly productivity vary by discipline and subdiscipline as we’ve heard, and somehow the data collection has to honor that. It didn’t in the computing fields and I don’t want to go into it here. Charlotte has heard this at great, great, great length.

The second point is that however the data collected and by who collects it, it needs to be transparent so that it isn’t a final number that the departments can’t see is the right number. At the present time, our departmental members can’t verify the numbers if they see produced by this study. I’m not saying the numbers produced by the study are wrong. I’m saying that they can’t match them and a number have tried. We really need to make it transparent enough. I don’t know the privacy issues, but we need to make it transparent enough so that everybody trusts the numbers, that they’re the right numbers and that they’re the right answers.

Jeremiah Ostriker:
Charlotte, would you like to comment on that?

Charlotte Kuh:
Sure. Transparency is great and so is privacy, and there is a problem when you get individual or when you are doing publication or citation measures that are built up from individual faculty observations of making sure that those are auditable. I think that’s great. I mean it would be great if all of that is in the public domain, and to some extent, with the web of science, it is.


But when you go to fields like computer science where refereed conference proceedings are important, when you go to most of the humanities fields where curated exhibitions, musical performances, concerts organized, there are lots of examples of what is in fact a scholarly undertaking, it becomes problematic. That’s not so much a privacy issue. That’s a definitional issue. And it would make an already too expensive study vastly more expensive. I mean if these kinds of measures of scholarly productivity are important to the particular fields, I would think that they should go out and measure them. I mean I’m not sure that it’s the NRC’s job to do that, but then we are stuck with the oversimplifications of the one size fits all.


Within the computer science field, we have Andy’s organization a list of all of the publications that we used to match against faculty names, and it was immediately declared to be inadequate ‘cause it didn’t have their refereed conferences. And so we tried to pull data off of the individual resumes, but the problem there is did we really do that the right way? I don’t know. I mean our way of reading resumes and counting things from that is to get a number of carefully trained temporary workers who spend a week or two reading resumes. I don’t know if that’s the best way. Maybe universities can figure out better ways of getting us those kinds of data.

So there’s a huge amount of detail involved in all of this, and I don’t know whether the kind of transparency that CRA and Andy is asking for is really going to be achievable.

Jeremiah Ostriker:
Let me just ask, one sec, the gentleman from CRA, yeah, whether you had any specific suggestion as to how it might be achieved.
Andrew Bernat:
Let me tell you what we tried to do to help out.
Jeremiah Ostriker:
But I just want, including your answer, any specific way in which if we were to do it, we might do it better in the future.

Andrew Bernat:
Right. One, we generated a list of conferences that were considered top-tier conferences and provided these to Charlotte. I understand the difficulty of having to go through and pull that data out. The numbers it resulted are not credible from our perspective. In other words, they undercount, but that’s one way to do it. It’s very labor-intensive I understand that. If the universities could do it as I heard as a regular thing through some sort of standardized practice, I think we might solve that problem. That would be by far the most important, single most important thing from the computing field point of view.
Jeremiah Ostriker:
Thank you. Lawrence?

Lawrence Martin:
Thank you. I’m Lawrence Martin from Stony Brook.


I want to raise the issue of self-reported data and the inclusion as a data source of server-generated data or data from resumes in relation to the issue of response rates and then the assumptions that were made about the uniformity of the subsection samples of the faculty who responded. And as Charlotte was saying and has told me before that their response rate overall was 70%, but the real question is what was the lowest response rate and how bad are the data for the people? You could imagine having a program with 20 people and you get 14 responses and that’s pretty good, but there will be probably 15 from some and maybe three from others.


And my understanding of the methodology is that where the response rates, where you only had a quarter of the faculty responding, you multiply the rounds by four and assume therefore that that represents the sample of the faculty as a whole. And a lot of us worry that in some of the weaker departments, maybe the people who have bothered to fill out the forms were the people who had something to write, and that the people who didn’t fill out the forms may not have had so much to brag about. So it’s a very difficult issue to know how representative the samples you have are of the performance characteristics of the performance characteristics of the faculty as a whole and whether it was a reasonable assumption to assume that it was a uniform sample in all cases.
Jeremiah Ostriker:
That’s a very good point. Does anybody want to address that?
Lawrence Martin:
So what I would like is to have some response rate for every single programming study. I would like to know how many faculty responded, not their names, not their details, how many so that I can run regression analysis to see if there’s an effect that you’re getting better results, where you have a 90% response rate and less good results when you only have a 50% response rate. I think that would allow us to do some probing of the dataset that would allow us either to say, “Hey, it’s all fine,” ‘cause it could be all fine, or to say, “Actually, I’m not going to look at any program for which the response rate was less than 60% say and just restrict my analysis to things where the data submission was more complete.”

Jeremiah Ostriker:
Charlotte?

Charlotte Kuh:
We could do that.

Jeremiah Ostriker:
Yes?

Debasish Dutta:
Deba Dutta from the University of Illinois. This question is for Ralph. Would you be willing to share with us the thinking at the National Academies leadership? Since the release of the report how was it received in the policy-making circles? What is the thinking about this survey and -- I mean the assessment? Jack, Vest, Harvey, and yourself? Do you want to do it again? How frequently? Any conversations or connections between the study and the one that is going on about the research universities? So some thinking about the leadership.
Ralph Cicerone:
Yes, we do have a study underway on American research universities that was requested by Congress with an eye towards recommending what are the actions that the federal governments, state governments, and private universities, trustees, faculties can do to assure that American research universities remain in the competitive position that they are worldwide now or improved.


And the committee is a very carefully constructed one with great leadership from the business community, so the hope is that when they make statements about how important research universities are, it will be taken seriously rather than if only academics had made the same statements. And they were very impressed at the kinds of data that have been gathered and the fact that universities themselves have rolled up their sleeves to the extent they have. So I think there has been a second order, minor, but at least positive effect on that study.


The second issue is how we responded inside the academies and the NRC. I think our view is mostly that the data have turned out to be extremely useful and that we’ve heard from other university leaders over the last couple of years that they see the future as being more data-driven. So I think we were more impressed at the quality of the data and the questions that the data raised than we were with the rankings. We have no particular point of view on whether we should do it again. We would all have to go into it with our eyes more wide open about how much work is involved.


And then one final comment is a number of campuses told us -- campuses and individual programs told us informally over the last three or four years that they had had to invest more time in gathering this data than they ever thought, and that with the budget stringencies underway at so many universities, they were afraid that they were going to lose some of that capability in the coming years unless it was exercised again somewhat soon. So I think if we or somebody else is going to do this exercise again, it should be done soon rather than later.
Jeremiah Ostriker:
I’ve actually heard the comment made that it might be less expensive for the universities to do it every two years than every 15 years that once it’s -- if it’s performed in a steady way, you keep the people. You don’t have to retrain the people each time. You don’t have to retrain the individual departments, that it’s part of normal operations. Whereas the startup cost each time are enormous. I don’t know. I can believe that from what I know at Princeton.

Other comments? Yes.

Farid Chehab:
Farid Chehab, UC San Francisco. I was wondering if anybody can comment or whether Ralph has any information as to whether the NRC data could be used or will be used in training grant renewals for example, which every program strives upon, whether that is a fact or not in training grants basically. I think somebody at NIH was here before and maybe you can comment on that.
Ralph Cicerone:
I don’t see how we could prevent anybody from saying what they want in a grant proposal as long as they provide a citation for it so that a referee can question the validity of it, but I don’t think we’ve thought about that. Charlotte, do you have something to add to that?

Charlotte Kuh:
We are going to be doing a letter report to the National Institutes of Health, looking at the biomedical fields, about what can be learned about those fields from this study. And Rod has been thinking about it. Rod Ulane here is from NIH.


Actually, NIH has more data frankly that it doesn’t use but that it collects to tell you about programs nationwide. I mean I would love to have NIH application data and the data that is routinely filed by the programs with NIH grants, but if we don’t, they’re very close with their data and I think it’s not likely that anything that is as broad brush as what we collect is going to be able to meaningfully supplement what NIH has already when they want to use it.

Jeremiah Ostriker:
Yes?

Rod Ulane:
Thanks, Charlotte. I would add to that two things. First of all, not to be defensive about this. I’ve only been at NIH about a year and a half, but I must say that NIH is moving more and more towards all of this information that we do have, getting it in some form because as many of you know, it was all on the shelf before. And as I was telling Jim, now, it has taken one tiny step forward and it’s now on PDF files, which isn’t much used yet in terms of a data-driven or a database.


The question being asked was can grant applicants use this information in their grant applications? They are certainly free to use it. I don’t know how the reviewers will look at it.


I will make one comment. What really impressed me, and I think impressed a lot of people at the NIH, was this is probably the first time that there has been a survey of this sort made about diversity in departments, both for faculty and for students. NIH has some indirect data, but this was a very impressive piece of information that’s very useful.
Jeremiah Ostriker:
By the way, when we were asked for what was new that the survey produced, one of the things that was interesting to me was the extremely rapid changes in diversity since the last reporting period. I mean in many fields, they’re quite inadequate still by most measurement, but still, they’ve changed quite substantially. Yes?

Jonathan Bagger:
Jon Bagger again from Johns Hopkins. So NIH training grants require an enormous amount of information that would be captured about the students which you need for reapplying, and so these again are used to throw this process somehow back to the universities because it would be nice to capture that data once and be able to use it for NIH training grants, use it for these sorts of purposes. Right now, you know, this person is collecting it for this reason, this person is collecting it for that reason, and it’s total chaos, and it would be nice to somehow -- at least it that is the case at Johns Hopkins. Maybe some other people, it was better organized, but at our place, it’s really chaotic, and it would be lovely to somehow get it all together.

Richard Wheeler:
At a local level, several of the people who got back to me talked about how useful the data was when they went through a recent block grant competition that our graduate college held, and another person was heading up one of the subcommittees to do a comprehensive review of doctoral programs on our campus and they expect to make fairly heavy use of this data there as well.


So the usefulness of this data for review materials is considerable and I’m guessing people will be ingenious enough to find ways to getting it into federal applications if it looks like it’s going to serve their purpose.

Jeremiah Ostriker:
Any further comments?


Well Charlotte, what is our schedule now? I guess we can adjourn for yeah, a 15-minute break. Yeah. So a 15-minute break.


Thank you.
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